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Abstract

What drives firm investments in new technologies, a key source of economic growth?

This paper proposes theoretically that young labor market entrants are a central determi-

nant, because they have low opportunity costs and high returns from acquiring new tech

skills. I provide empirical evidence for this hypothesis by leveraging a large, temporary,

and exogenous shock to trainee supply caused by an education reform in Germany in

2001. Reduced trainee supply decreases firm technology investments, indicating comple-

mentarity between new entrants and new technologies. The effect is driven by firms that

invest in their trainees’ human capital, supporting the skill acquisition channel.
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1 Introduction

Whether technologies and labor are complements or substitutes influences the drivers and

consequences of technology adoption, and has therefore been a central focus of economic re-

search. The literature typically classifies labor by skill level or job tasks (e.g. Autor et al.,

2003; Acemoglu & Autor, 2011). However, when new technologies demand skills that workers

previously lacked, workers’ ability to learn and adapt—rather than their initial skill level or

task assignment—may become the primary determinant of their complementarity with new

technologies. In that case, young labor market entrants play a key role in complementing new

technologies: they have low opportunity costs and high expected returns to skill acquisition

(e.g. MacDonald & Weisbach, 2004; Autor & Dorn, 2009; Cavounidis & Lang, 2020).

In this paper, I provide causal evidence that the supply of young labor market entrants

affects firm technology adoption, and link it to the role of new entrants in skill acquisition.

This suggests a complementary relationship between new technologies and new entrants. “New

technologies” are understood as technologies requiring new skills, and “new entrants” concep-

tually refer to young, not-yet-trained workers, for example vocational trainees. I exploit a

unique natural experiment in which an exogenous shock temporarily cuts off the supply of new

entrants, while all other labor supply, population size, and labor demand remain stable. This

setting allows me to isolate the role of new entrants in firm technology adoption, in contrast

to studies of broader labor supply shocks—–such as migration or natural disasters (e.g. Lewis,

2011; Hornbeck & Naidu, 2014)—and avoids endogeneity concerns in firms’ technology adop-

tion that arise when comparing its impact on younger versus older workers (e.g. Aubert et al.,

2006; Battisti et al., 2023; Barth et al., 2023; Aghion et al., 2024).

I begin with two stylized facts that suggest a complementarity between new entrants and

new technology. First, in a representative firm survey, half of the firms offering vocational

training state to do so because it substantially helps adapting to technological change and

ensures the constant supply of new skills, while less than 20% negate it. Second, young workers

are significantly more likely to work with new technologies than workers aged 30 and above,

suggesting cohort effects in technology use. Technology use is particularly high among middle-

skilled workers with vocational training, suggesting that this group plays a central role in

technology adoption—–unlike technology invention, which likely primarily involves more high-

skilled labor.

Drawing from these stylized facts, I sketch a simple economic framework that produces

complementarity between young labor market entrants and new technologies through what

I call the “new-skills” mechanism. This complementarity hinges on the arguably plausible

assumption that new entrants are initially less productive than incumbent workers: Consider

a task-based model where operating a new technology creates a new task requiring a new skill.

Take for example office technologies used to manage orders, inventory, production schedules,

and customer interactions. These technologies automate data entry, augment labor in decision-
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making, and simultaneously create new tasks requiring new skills related to system navigation

or configuration of automated dashboards. In the model, firms assign the new task to workers

with the most profitable cost-benefit ratio for skill acquisition, which is financed by firms.

Compared to incumbent workers, young labor market entrants face lower opportunity costs

and greater productivity gains of learning new skills, since their initial productivity is lower.

Firms thus choose to complement technology adoption with new entrants, making technology

use cohort-specific. When new entrants are scarce, retraining incumbent workers may often

not be profitable, in which case firms forego the adoption of new technologies.

To identify the causal effect of new entrants on firm technology adoption—the main focus

of this paper—I exploit a natural experiment arising from an education reform. From 2001

onward, two East German federal states (henceforth “treated states”) increased the length of

schooling required for the university entrance qualification by one year.1 As a side effect, this

reform led to a one-time missing school graduation cohort from the upper school track in 2001.

One third of these highly educated graduates would have usually pursued vocational education,

resulting in a missing cohort of highly educated vocational trainees. There was no comparable

drop in highly educated trainees in the other four East German states, henceforth “control

states”. In addition to being exogenous, this shock has a number of beneficial features: First,

its temporary nature allows me to focus on the direct relationship between new entrants and

technology adoption free from equilibrium adjustments. Second, the shock is large, reducing

the supply of highly educated trainees almost entirely—making the study high-powered to

detect effects. Third, the reduction in trainee supply occurs without a concomitant demand

shock because the total number of consumers remains unchanged.2 Fourth, the identification

is sharp because vocational trainees tend to stay close to their hometowns, unlike university

students who often relocate for both their studies and jobs.

In Germany, vocational training is a full-time educational program following high-school,

taking place in firms and vocational schools simultaneously. Trainees often remain at their

training firm after completing the program. Workers with a vocational training degree make

up the largest share of the workforce with two-thirds.3 Trainees from the upper school track

studied in this paper, i.e. those with 12 or 13 years of schooling, henceforth “highly educated

trainees”, make up 16% of all trainees (Federal Statistical Office, Genesis-Online, 2022a) while

the majority have only 9 or 10 years of schooling, henceforth “low-educated trainees.” Highly

educated trainees often work in white-collar occupations such as media, retail, or financial

services, which commonly require bachelor’s or associate degrees in countries like the US. In

general, vocationally trained workers are considered middle-skilled professionals, rather than

1Among others, Büttner & Thomsen (2015); Morin (2015); Muehlemann et al. (2022); Marcus & Zambre
(2019) and Dorner et al. (2024) exploit this and the opposite reform to study the effect on school grades,
university enrollment, trainee employment and trainee wages. So far, no study has looked at effects on firms.

2The composition of consumers changes, with some consumers being students instead of trainees in the
reform year 2001. Since trainees earn very low wages, the difference in consumption between trainees and
students should be limited.

3Sample of Integrated Labor Market Biographies (SIAB), own calculations.

2



low-skilled laborers (Fitzenberger et al., 2024).

I compare investments and technology adoption of firms in treated East German states un-

dergoing the temporary trainee shortage to those in control East German states in a difference-

in-differences (DiD) event study design. I focus on training firms, defined as firms that employed

highly educated trainees prior to the reform. To shed light on the underlying mechanism, I

then compare treatment effects between firms heavily investing in their trainees’ human capital

and firms using trainees primarily as inexpensive labor. The identification strategy rests on two

main assumptions. First, absent the reform, firm outcomes in treated and control states would

have followed parallel trends—a pattern supported by pre-treatment data. To rule out that

concomitant industry-specific shocks drive the results, I match treated firms to comparable

control firms within industries. Second, I assume that firms in control states are not affected

by the reform. This assumption is likely to hold since vocational trainees are highly immobile

(Muehlemann et al., 2022).4 Consistent with this, I find no evidence of increased cross-state

commuting after the reform.

Using a large and representative firm panel survey (IAB5 Establishment Panel) linked with

social security records (LIAB), I directly observe firms’ trainee employment, investments in

tangible assets plus ICT (information and communication technologies), and technical status

of machinery. While the data lacks information about the specific technologies adopted, it

comes with the advantage of encompassing a broad spectrum of investments and technologies

rather than concentrating solely on one such as robots or computers.

I provide four key empirical findings. First, the education reform causes a temporary trainee

shortage. Consistent with supply being reduced by one entire cohort and vocational training

usually lasting three years, firms’ employment stock of highly educated trainees decreases by

one third for three years. There is no anticipation effect in the form of increased trainee hiring

prior to the shock, as trainee supply almost exclusively consists of fixed-sized school graduation

cohorts, making it highly inelastic. Training wages do not increase, likely due to wage rigidities

and the temporary nature of the shock. Firms do not compensate for the absence of highly

educated trainees by hiring more low-educated trainees or workers with completed vocational

training. This suggests that already trained workers are not effective substitutes for new labor

market entrants.

The second key finding is that the trainee shortage reduces firm investments. Investments

decrease sharply in training firms in treated states compared to control states during the years

of the trainee shortage and catch up with those of control firms once the shock is over. There

is no adjustment in firms’ investments in anticipation of the trainee shortage. This can be

rationalized by firms either being unaware of the impending shortage—indeed, I find no ev-

idence that treated training firms expected a shortage of new entrants—or by opposing firm

4Only 2.2% of trainees move across federal states for their vocational training (Socio-Economic Panel
(SOEP), own calculations) and only 5% commute between federal states (LIAB, own calculations).

5Institute for Employment Research
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responses that cancel each other out: some firms reduce technology adoption prior to the short-

age, knowing they would require several trainee cohorts, but only a few would arrive before the

shortage hits, while other firms invest more in anticipation of the shortage. The investment

decrease when trainees are missing is large: investments drop by 8% at the median (20% at

the mean), or e1,140 per worker (e2,740). This is equivalent to a reduction by 0.4% (0.9%) of

the capital stock. Hence, the effect size—driven by foregone large investments—is larger than

what would result from a mechanical reduction of capital in proportion to employment. This

is plausible, however, considering that the intertemporal elasticity of long-term investments

is nearly infinite: firms face almost no cost from delaying investments, but gain substantially

by waiting until trainees become available again. The fact that investments of treated firms

reach investments of control firms after the trainee supply shock but don’t surpass them may

be related to investment frictions or missing follow-up investments, causing treated firms to

always lag behind control firms. Complier firms, i.e. firms that reduce their trainee employment

when trainees are scarce, tend to be large and investment-intensive, amplifying the investment

decline. Indeed, when employing an additional identification strategy, i.e. a Bartik-type instru-

ment exploiting pre-reform exposure to the shock, I find that each missing trainee is associated

with foregone investments of e730 per worker. Investments drop in manufacturing as well as

in business service firms, suggesting that a broad range of technologies is complementary with

new entrants.

The fact that firms time their investments to align with the availability of trainees informs

the central take-away of the paper: Trainees are key complements to investments. Incumbent

workers, which were not scarce, cannot readily compensate for the role of new entrants in firm

technology adoption.

I confirm the link between the investment decline and the absence of trainees in two ways.

First, comparing non-training firms across treated and control states, I do not find a comparable

reduction in investments. Second, based on the auxiliary identification strategy, I show that

firms that are more exposed to the negative trainee supply shock decrease investments to a

greater extent.

Third, the complementarity between new entrants and investments is linked to the role

of new entrants in skill acquisition. I compare treatment effects between firms that heavily

invest in their trainees’ human capital—inferred from their high retention rate of trainees post

training, as is standard in the literature—and firms that use trainees primarily as inexpensive

labor. The effect is clearly driven by the former, suggesting that it is the trainees’ role in

acquiring new skills rather than their role as low-cost labor that makes them complementary

to new technologies.

Fourth, the investment decline is linked to the reduced adoption of new technologies: the

technical status of machinery depreciates in treated training firms compared to control training

firms. However, firms undergoing the shortage manage to catch up with control firms after

several years.
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This paper contributes to three literatures. The most closely related strand of literature

studies how technology invention and adoption respond to factor prices determined by their

relative abundance (e.g. Zeira, 1998; Acemoglu, 1998, 2002). For example, an increased supply

of skilled labor intensifies the adoption of skill-complementing technologies (Beaudry et al.,

2010; Carneiro et al., 2022), while a decrease in the supply of (low-)skilled labor increases wages

and incentivizes firms to patent and adopt labor-saving technologies (Lewis, 2011; Hornbeck &

Naidu, 2014; Clemens et al., 2018; Dechezleprêtre et al., 2019; Danzer et al., 2024; Andersson

et al., 2022; San, 2023, vice versa for an increase). The temporary shock studied in this paper

leaves wage levels and long-term overall labor supply unaffected, allowing me to shut down the

labor-saving channel, and to isolate the effect of the new-skills mechanism. It hereby contributes

to this literature in two dimensions. First, it highlights the role of training-related capital

adjustment costs, which produce complementarity between new technologies and workers with

a comparative advantage in skill acquisition (the “new-skills” mechanism). Second, it focuses

on young labor market entrants—a decisive but previously overlooked worker group—and finds

that a temporary decrease in their supply causes investment responses.

Second, I contribute to the fragmented literature on new technologies, new tasks, vintage-

specific human capital, and training, which points out that technologies create new tasks

(Autor et al., 2024) requiring vintage-specific skills (Chari & Hopenhayn, 1991; Lipowski et

al., 2024), and therefore worker training (Bartel & Sicherman, 1998; Bresnahan et al., 2002;

Battisti et al., 2023), while simultaneously rendering skills of incumbents obsolete (Deming &

Noray, 2020). In macro settings, vintage-specific tech skills have been put forward as the reason

why technological change takes place through the entry of young workers, rather than through

upskilling incumbent workers (MacDonald & Weisbach, 2004; Cavounidis & Lang, 2020; Adão

et al., 2024), and why population aging above a certain threshold reduces technology adoption

(Angelini, 2023). By finding evidence for technology use to be cohort-specific, this paper

provides strong micro support for vintage effects which make firms forego technology adoption

when new entrants are scarce.

In most general terms, this paper contributes to the extensive literature on the relationship

between labor and technology. Most studies in this field examine whether workers and technol-

ogy act as substitutes or complements by analyzing the labor demand effects of technological

change. A subset of this literature focuses on older workers, finding that they are more likely

to retire early, and receive no rents when firms invent or adopt new technologies (e.g. Aubert et

al., 2006; Ahituv & Zeira, 2011; Battisti et al., 2023; Aghion et al., 2024). This paper identifies

the relationship between new entrants and technology adoption in the reverse way, leveraging

a clean identification strategy free from endogeneity concerns in technology adoption. In doing

so, it provides direct evidence for firms timing their technology investments to coincide with

the availability of new entrants, indicating complementarity between the two.

The remainder of the paper is structured as follows. The next section presents two styl-

ized facts motivating the following simple economic framework which highlights the new-skills
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mechanism. Section 3 provides an overview of the German vocational training system and the

education reform. Section 4 describes the data. I present the DiD event study approach in Sec-

tion 5, followed by the empirical results regarding the reform’s impact on trainee employment

(Section 6) and firm technology investments (Section 7). Section 8 concludes.

2 Young labor market entrants and new technologies

2.1 Stylized facts

I provide two stylized facts that inform the simple economic model.

Firm statements. The first stylized fact relies on stated preferences, suggesting that firms

themselves view trainees and new technologies as complementary, potentially related to the

relevance of new skills. I use the representative BIBB-Cost-Benefit firm survey, which asks firms

engaged in vocational training about their reasons for offering it. Among all East German firms

surveyed in 2000, approximately half report using vocational training to substantially improve

adaptability to technological change and to enhance the firm’s innovative capabilities, while

only below 20% report not to do so, see Table 1. Similar shares are observed for firms using

vocational training to ensure a constant supply of new skills and knowledge, suggesting the

relevance of new skills as potential channel why trainees are important to adapt to technological

change. For more details, see Appendix F.

Table 1: Use of vocational training according to firm survey

Applies Does not apply

Substantially improves adaptability to technological change 46% 19%

Enhances innovative capabilities 51% 18%

Ensures constant supply of new skills and knowledge 51% 16%

Notes: Based on the BIBB-Cost-Benefit Survey 2000. Firms in East Germany only. Responses range on
a scale from 1 (“Does not apply at all”) to 5 (“Fully applies”). Applies: categories 4+5. Does not apply:
Categories 1+2. Using representative survey weights. N=521.

Technology use by age groups. The second stylized fact is that young workers use new

technologies more than older workers, suggesting cohort effects in technology adoption. I

use a large, representative employee survey in Germany in 1999, 2006 and 2012 that asks

respondents in Germany about their main working tools (IAB/BIBB/BAuA Qualification and

Career Survey). I use this information to construct a binary variable capturing the use of

new technologies—computers and computer-controlled machines— as main working tool. I

regress this variable on an age dummy, controlling for industry, occupation, year, education,

and gender. Workers still in vocational training are unfortunately not included in the survey.
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Table 2, column 1 shows the results. I find that workers below the age of 30 are 4.2 percentage

points (12%) more likely to mainly work with new technologies than workers aged 30 and

above. This is a strong finding given that these workers are employed in the same industry

and detailed occupation, and have the same educational degree. I next split the sample by

educational degree and repeat the same analysis, see column 2 to 4. Workers with vocational

training have the highest overall usage level of new technologies, and are those driving the

finding: they are 5.0 pp (13%) more likely to work with new technologies if they are below 30.

This highlights the importance of studying middle-skilled professionals in technology adoption,

since they are the ones actually using new technologies, in contrast to tertiary educated workers

likely being more relevant in technology invention. For more information, see Appendix F.

Similar results can be found for other European countries based on computer use at work

reported in the European Working Conditions Survey, see Appendix F.

Table 2: Use of technology by age

Overall No education
Completed voca-
tional training

Tertiary
educated

(1) (2) (3) (4)

< 30 years 4.17∗∗∗ 3.42 4.96∗∗∗ 2.50

(0.70) (2.13) (0.83) (1.58)

Mean dep. variables 34.15 27.58 37.63 24.43

N 51,976 4,083 37,309 10,584

Notes: Outcome: Use of computers and computer-controlled machines as main working tool
(0/100). Based on the BIBB-BAuA Qualification and Career Survey 1999, 2006 and 2012.
All regressions control for dummies for survey wave, gender, education level, occupations
(353), industries (17). Heteroscedasticity-robust standard errors. * p < 0.05, ** p < 0.01,
*** p < 0.001.

2.2 Stylized economic framework

Guided by these stylized facts, I now present a simple economic model that produces comple-

mentarity between new entrants and firm investments in new technologies. The model builds

on the tasks framework à la Acemoglu & Autor (2011) but assumes that each new technology

introduces a new task requiring a new skill. Firms incur capital adjustment costs of worker

training in this new skill and assign the new task to workers with a comparative advantage

in skill acquisition. Under the plausibly reasonable assumption that new entrants are initially

less productive than incumbent workers, firms assign them to the new technology, making

technology adoption endogenous to the new entrants.

Baseline setting. Firms operate and employees work in overlapping generations for two

periods t = 1, 2, such that in each period, firms have access to two types of worker cohorts:
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entrants—untrained workers with a baseline productivity A0—, and incumbents. In each pe-

riod, a firm produces one final good Y by combining perfectly substitutable6 tasks y under the

following production function:7

Y =
τ+1∑
ν=0

yν =
τ+1∑
ν=0

AνLν (1)

with τ + 1 the latest technology vintage currently available. At the beginning of each period,

a new technology vintage ν with productivity Aν creating a task yν becomes exogenously

available. Compared to the previous technology vintage ν − 1, the new technology increases

worker productivity by ∆Aν = Aν − Aν−1, which follows a Poisson distribution with a rate of

1, ∆Aν ∼ Pois(1). Hence, technological progress is always positive, but rarely large. Only

workers trained for a specific technology vintage ν—denoted Lν—can handle this vintage.

The price for the final product is fixed to one. Workers are identical in all aspects other than

their cohort (skill and education level, occupation etc.) such that worker cohorts and worker

productivity/technology types coincide. Wages wν are in proportion to, but below worker

productivity, wν = (1− θ)Aν—with the wage wedge θ ∈ [0, 1) assumed to be exogenous—such

that benefits from technology-induced productivity increases are not completely passed on to

workers.8 Assume for now that workers do not switch firms.

Firm maximization problem. Given perfect substitutability between tasks, firms maxi-

mize total profits π by independently deciding for each cohort ν whether to assign them the new

task with productivity Aτ+1 and provide the necessary training (1ν = 1) or not (1ν = 0). This

produces cohort effects in technology adoption as the second stylized fact establishes. For each

cohort, the firm compares staying with the current technology vintage ν, which yields net out-

put Yν−wνLν , with adopting the new technology vintage τ+1, which yields Yτ+1−wτ+1Lν−Cν .

Adoption costs C are borne by the firm and consist of foregone output during training, with

training taking one period for all technologies and workers, C = AνLν . For each cohort, the

firm solves:

max
1ν∈{0,1}

[(Yν − wνLν)(1− 1ν) + (Yτ+1 − wτ+1Lν − Cν) · 1ν ] (2)

and adopts the new vintage (1ν = 1) if and only if

Yτ+1 − wτ+1Lν − Cν > Yν − wνLν (3)

6While this assumption can be relaxed, it allows to target changes in firms profits instead of total firm
profits in the maximization problem below.

7This production function zooms in on the labor reinstatement channel of new technologies, i.e. new tech-
nologies creating new tasks performed by humans, while abstracting from automation or factor-augmenting
forms which may happen simultaneously but do not constitute the central aspect of this paper.

8The renunciation of the assumption that wages are equal to marginal productivity is well backed up in the
literature, in particular in the context of firm training (e.g. Konings & Vanormelingen, 2015).
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which can be rewritten as

Aτ+1

Aν

> 1 +
1

(1− θ)
= κ . (4)

Hence, a firm assigns the new task to a worker cohort if the productivity increase is above a

certain exogenously given threshold κ = 1 + 1
(1−θ)

with κ ∈ [2,∞) depending on the degree

of labor market imperfections. The two factors determining the profitability of adoption are

the wage wedge (the larger the share of workers’ marginal product a firm can keep, the more

likely the firm will adopt the new technology), and worker cohorts’ initial productivity: The

higher a worker cohorts’ initial productivity, the lower the net output surplus, and the higher

the training costs. Firms will therefore more often assign new technology tasks to entrants,

making entrants essential for firms adaptability to technological change and the supply of new

skills, as the first stylized fact establishes.

Figure 1 visualizes this trade-off. New technologies below the productivity threshold A′ =

κA0, i.e. technologies that are not at least twice as productive as entrants, are not profitable to

adopt, not even for entrants. These rather unproductive technologies arrive frequently. New

technologies above A′ but below A′′ = κAν , i.e. technologies that are not at least twice as

productive as incumbent workers, are assigned to entrants only. New technologies above the

threshold A′′ are assigned to both incumbents and entrants. However, these highly productive

technologies only arrive rarely.9

Figure 1: Firms’ costs and benefits of technology adoption

Productivity of new technology Aτ+1

Net output surplus;
Training costs

Not
adopted

Adopted for
entrants only

Adopted for all
A’ A”

A0

Aν

Net output surplus entrants

Net output surplus incumbents

Training costs entrants

Training costs incumbents

Notes: Profitability of assigning new technology-using task to entrants versus incumbent workers. The
histogram shows the productivity distribution of the new technology vintage Aτ+1.

9In the case of increasing and convex capital adjustment costs, i.e. training costs, as the literature typ-
ically assumes, highly productive technologies are also only adopted by entrants because training costs are
prohibitively large for incumbents, see Appendix E.
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Missing entrant cohort. Assume that an entrant cohort is missing in t = 1. Firms invest

in the new technology vintage τ + 1 if and only if the new vintage is productive enough to

make retraining incumbents profitable—that is, if the vintage is at least twice as productive

as incumbent workers. For productivity levels of the new technology vintage A′ ≤ Aτ+1 < A′′,

firms reduce their technology adoption compared to the case without a missing entrant cohort.

The reasoning can be extended to a dynamic setting in which firms operate for more than

two periods. If an entrant cohort is missing in this setting, the trade-off firms face is between

adopting the new vintage immediately or postponing adoption until the next period, when

entrants become available.

Worker retention. We now relax the assumption that workers always stay at their firms by

introducing the parameter ρ ∈ [0, 1], denoting the probability that a worker remains with their

firm in the next period. Equivalent to above, for each cohort, the firm adopts the new vintage

(1ν = 1) if and only if

Aτ+1

Aν

> 1 +
1

ρ(1− θ)
. (5)

The higher the retention probability, the more likely a firm is to adopt a new technology,

and, hence, the greater the potential for a missing entrant cohort to reduce technology adoption

(see Figure E1).

Alternative mechanisms. There are at least two alternative mechanisms that produce

complementarity between young labor market entrants and technology adoption other than

their low opportunity costs and high returns to skill acquisition. Both of them rest on workers’

age. First, standard human capital theory suggests longer expected payoffs when investing

in younger workers (the “horizon” channel in Cavounidis & Lang, 2020). Second, younger

workers may generally possess more up-to-date tech skills. Both channels are likely to be

relevant. However, they cannot explain cohort effects in technology use because worker age

only differs marginally across cohorts. Only opportunity costs and expected training payoffs

discontinuously vary across cohorts, as noted in Cavounidis & Lang (2020). For example,

the Cost-Benefit Surveys of Vocational Training show that firm revenues from skilled labor

activities of second-year trainees (third-year trainees) are 134% (254%) higher than for first-

year trainees (Schönfeld et al., 2016, Table 18).
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3 The German vocational training system and the edu-

cation reform

Below, I describe the German vocational training system, frequently studied in economic re-

search (e.g. Acemoglu & Pischke, 1998; Dustmann & Schönberg, 2009, 2012), and the education

reform.

3.1 The German vocational training system

Vocational training is a key component of both the German education system and labor market,

with approximately 60% of the working population having undergone such training (Sample of

Integrated Labour Market Biographies, own calculations). Vocational trainees are regarded as

future middle-skilled professionals and work in occupations that typically require bachelor’s or

associate’s degrees in other countries, such as the US.

Adolescents usually start vocational training after graduating from one of the following

three high-school tracks: the basic track (Hauptschule, 9 years of schooling), which qualifies

students for vocational training in blue-collar occupations; the intermediate track (Realschule,

10 years), which prepares students for any vocational training, including training in white-collar

occupations (media, financial services, or retail occupations, in addition to manufacturing and

technical occupations); or the upper-track (Gymnasium, 12 or 13 years) which is required

for university studies. Approximately a third of the upper-track school graduates choose to

undergo vocational training,10 such that in 2000, 16% of trainees had a university entrance

qualification (Abitur; Federal Institute for Vocational Education and Training, 2009). Trainees

rarely move or commute to their workplace: only 2% of vocational trainees move across states for

their vocational training (SOEP, own calculations). Based on the data used in the subsequent

analyses, the share of trainees commuting across states is similarly low at approximately 5%.

After completing the vocational training, which typically lasts three years, a large share of

trainees remain at their training company.

Vocational training in Germany is commonly provided within the dual system, which com-

bines on-the-job training at a firm (3-4 days per week) with vocational schooling (1-2 days

per week). This paper exclusively focuses on the on-the-job training part. Trainees are hired

by their training company, and receive a wage that is usually subject to collective bargaining

agreements and low.11

Vocational training is comparable to on-the-job training in other countries with two notable

10There were approximately 200,000 university entrants and 100,000 vocational training entrants with uni-
versity qualification in 2000 (Federal Statistical Office, Genesis-Online, 2022c; Federal Institute for Vocational
Education & Training, 2002). Similarly, Heine et al. (2005) report that 28% of upper-track graduates from 1999
had enrolled in university studies six months after graduation, while 21% had started vocational training. 32%
were in civil or military service, hence pursuing vocational training or higher education with one year delay.

11The average monthly gross compensation agreed by collective bargaining was e555 in 2000 (Federal Insti-
tute for Vocational Education & Training, 2022).
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exceptions: First, in addition to on-the-job training at the firm, trainees receive vocational

schooling, which equips them with skills that may be external to the firm. Second, regularly

updated training curricula ensure that the training content includes up-to-date technical skills

(Lipowski et al., 2024).

3.2 The reform

Prior to German reunification in 1990, upper-track school graduates underwent 12 years of

schooling in East Germany (Mecklenburg-Western Pomerania, Brandenburg, Saxony, Thuringia,

Saxony-Anhalt, East Berlin) and 13 years in West Germany. After reunification, in an effort

to align the the two education systems, Brandenburg switched to 13 years in 1994,12 while

Saxony and Thuringia retained the 12-year system. Saxony-Anhalt and Mecklenburg-Western

Pomerania transitioned from 12 to 13 years with the graduation cohort of 2001. This switch

constitutes the source of the shock that I exploit in this paper. I therefore assign Saxony-Anhalt

and Mecklenburg-Western Pomerania as treated states and the other four East German states

as control states. The education reform was decided in May 1996 in Mecklenburg-Western

Pomerania and in January 1998 in Saxony-Anhalt.13 By lengthening the years of schooling,

the reform increased the level of education. More importantly, because the last cohort com-

pleting 12 years graduated in 2000 and the first cohort completing 13 years graduated in 2002,

the reform resulted in a one-time missing upper-track school graduation cohort in spring 2001.

Figure 2, Panel A depicts the sharp drop in the absolute number of upper-track school grad-

uates in 2001 – in Mecklenburg-Western Pomerania from 6,400 to 300, and in Saxony-Anhalt

from 9,400 to 400 – while the figures remain relatively constant in the control states.

The education reform was initiated by the Social Democratic Party (SPD), which entered

the government in both treated states in 1994.14 The SPD advocated for 13 years of schooling to

promote equal opportunity, while its main opponent, the Christian Democratic Union (CDU),

pushed for a 12-year system to enhance the international competitiveness of German school

graduates and improve the efficiency of the education system. I rule out that the governance

of the SPD, or related policy or socio-economic changes, confound the effect of the education

reform by comparing several state metrics between treated and control states before and after

the reform, as well as between state-periods governed by the Social Democrats and those

not governed by the Social Democrats, in Appendix B. In Appendix B, I also discuss why

concomitant investment tax programs are unlikely to have confounded the trainee supply shock.

How does the missing school graduation cohort translate into the labor market? Usually,

12Results are robust to excluding Brandenburg from the set of control states.
13For more information on the education reforms, see Kühn et al. (2013) and Helbig & Nikolai (2015).

Between 2007 and 2013, all German federal states adopted to the 12-year system, with Saxony-Anhalt making
the change in 2007 and Mecklenburg-Western Pomerania in 2008. To avoid potential confounding effects from
these changes, this study ends in 2006.

14Brandenburg has always been governed by the SPD since reunification which is why they changed from 12
to 13 years immediately after reunification.
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two-thirds of the missing upper-track school graduates eventually opt for university studies,

while one-third eventually start vocational training. The missing school graduates of spring

2001 are hence expected to result in a missing entry cohort of highly educated trainees in fall

2001, and to reduce the stock of highly educated trainees for three consecutive years, 2001–

2003, given that vocational training typically lasts three years. At that time, males in Germany

had to do military service of 10 months when reaching the age of 18, partly postponing the

missing entry and prolonging the reduction in the supply of trainees by one year, i.e. until

2004.

Official statistics confirm the decline in trainee supply: Figure 2, Panel B shows that training

contracts with school graduates from the upper-track evolved in parallel in treated and control

states between 1998 and 2000 but sharply fell in 2001.

Dorner et al. (2024) analyze how the education reform affects trainee employment. I instead

use the temporary shock in trainee supply as the first stage, to study subsequent effects on

investments. I focus on those upper-track school graduates who subsequently start vocational

training instead of university students/graduates because vocational trainees postpone their

labor market entry less and are less likely to move or commute across federal states, thus

endorsing the credibility of the identification strategy. Note that the labor supply shock is

unlikely to be confounded by a labor demand shock: the overall number of consumers remains

unchanged, only the composition adjusts. Since trainees earn low wages, consumption patterns

of trainees versus students is unlikely to have caused relevant demand changes.

Figure 2: The missing school graduation cohort

A. School graduates by state
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Notes: Panel A: Total number of upper-track school graduates per federal state. Source: Federal Ministry of
Education & Research (2022). Panel B: Average number of new training contracts within the dual system with
graduates from the upper school track across treated states (Mecklenburg-Western Pomerania and Saxony-
Anhalt) and control states (Berlin, Brandenburg, Saxony, Thuringia). Source: Federal Statistical Office,
Genesis-Online (2022a).

Perhaps improving the credibility of the research design, both treated states are econom-

ically fairly different: Mecklenburg-Western Pomerania, located in the northeast of Germany

along the Baltic Sea, is a predominantly rural and sparsely populated federal state with approx-
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imately 1.6 million inhabitants as of 2020. Its economy is defined by small and medium-sized

enterprises engaged in agriculture, maritime industries, mechanical engineering, and tourism.

Saxony-Anhalt, situated in central Germany with a population of around 2.2 million in 2020,

features a comparatively more urban environment. It is characterized by the chemical indus-

try, mechanical engineering, and automotive supply. Both states, as well as control states,

are characterized by excess trainee supply and high unemployment rates during this period,

namely 17.8% in Mecklenburg-Western Pomerania and 20.2% in Saxony-Anhalt in 2000, see

Figure C1, Panel B. Nonetheless, firms at the time report to experience severe skill shortages,

in particular in ICT skills (e.g. Mitteldeutsche Zeitung, 2001).

4 Firm panel data

The analysis is based on the Linked-Employer-Employee-Data of the Institute for Employment

Research (IAB), the LIAB-QM, which combines the annual representative IAB Establishment

Panel survey with administrative employment information of all employees at surveyed firms.15

The Establishment Panel has existed in West Germany since 1993 and in East Germany since

1996. The number of surveyed establishments has risen from 4,000 in 1993 to 16,700 in 2020.

Importantly, the survey is conducted at the workplace level, enabling the distinction between

treated and untreated establishments based on their location.16 I use the terms “firm” and

“establishment” interchangeably for simplicity.

Employment information is based on administrative records reported to the social security

insurance. While employment information is reported as of June 30 each year, most vocational

training programs start in the fall, such that trainees starting in fall each year appear in the

data with a lag of one year. To account for this, I use employment figures from June of the

following year to represent employment levels in the fall of the current year.

The data provide a reliable distinction between trainees and workers who have completed

their training program, in addition to wages and employment status. Also, information on

schooling allows me to distinguish “highly educated” from “low-educated” trainees, i.e. trainees

with a university entrance qualification and those with a lower schooling degree, respectively.

This is important since the education reform directly affects highly educated trainees only.17

I restrict the data in the following ways. First, I focus on the period 1997–2006. Sec-

ond, I limit the data to firms in East Germany including Berlin, since the firms in East

Germany are potentially not comparable to firms in West Germany. Results are robust to

including firms in the West German federal states as control firms. Third, I exclude firms in

15I use the cross-sectional model which comprises employment spells that encompass June 30 of each year.
The LIAB longitudinal model is not suitable because it is only available for firms surveyed during 2009–2016.

16The data does not allow to assign establishments to parent companies, precluding a within-company cross-
establishment design.

17I use the harmonized version of the schooling variable based on the imputation procedure by Thomsen et
al. (2018) and Fitzenberger et al. (2006).
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the health/education/social service sectors, because vocational training in many related occu-

pations is entirely school-based; as well as firms in agriculture and arts/sports based on their

extremely low share of highly educated trainees. Fourth, I drop very small firms, defined as

those with fewer than five employees in 2001, because they tend to exhibit volatile investment

behavior. Firm size is given by the number of full-time employed workers subject to social

security contributions. Fifth, I only keep observations with non-missing investment values and

firms that invest at least once throughout the entire time period. Sixth, I only keep firms

that have existed in 1997. The firm panel is unbalanced: There is panel attrition in firms

participating in the survey, see Figure A1: in the final dataset, 47% of firms observed in 1997

are still present in 2006. Estimates for later years must therefore be interpreted with caution.

The final sample comprises 2,246 distinct firms, of which 744 are treated (416 in Saxony-

Anhalt and 328 in Mecklenburg-Western Pomerania). Table 3 shows summary statistics. In

sum, all firms cover almost 270,000 workers per year, amounting to approximately 3.6% of the

East German workforce in a year.18 I observe 15,010 trainees on average across years, of which

2,456 (16%) are highly educated. In 78% of the firm-by-year observations, no highly educated

trainee is employed, and 62% of firms never employ a highly educated trainee over the entire

time window 1997–2006.

Table 3: Summary statistics – Full data sample

Mean SD Min Max Yearly sum

# workers 163.75 452.38 1 12,133 267,389

# trainees 9.19 52.10 0 3,181 15,010

# highly educated trainees 1.50 8.84 0 461 2,456

No highly educated trainee .78 .41 0 1 1,276

No highly educated trainee ever .62 .49 0 1 1,013

Notes: Summary statistics in the full data sample (training and non-training firms, 1997–2006).
SD: standard deviation. Yearly sum: Mean of the yearly sum of workers across all observed
firms.

Training versus non-training firms. Since the reform predominantly affects highly edu-

cated trainee employment, I focus on training firms, defined as firms with at least one highly

educated trainee in fall 1995, 1996, or 1997 (based on employment information from June

1996, June 1997, and June 1998). These years are chosen to minimize the chance that a firm’s

training status is affected by firms anticipation of the trainee shortage. This divides the sam-

ple into 571 training firms and 1,675 non-training firms. Training and non-training firms are

fundamentally different. Training firms are more than four times as large in employment as

non-training firms, operate more often in the business service and public administration sector,

18The average yearly working population in East Germany from 1997 to 2006 was 7.43 million according to
Statistisches Landesamt (2023).
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and less often in construction, retail/motor vehicles, and hospitality and other services.

Descriptive statistics based on the final matched sample of training firms (for a description

of the matching procedure, see Section 5) are given in Table 4. On average, firms employ 294

workers, of whom 222 (76%) have completed vocational training or currently enrolled, reflecting

the great importance of vocational training in Germany. 23 of these vocational training workers

(9% of the total workforce) are highly educated.

Investments. Each year, firms are asked whether they invested in four investment types in

the last year: (1) production facilities, plant and equipment, furniture and fixtures, (2) commu-

nication technology, electronic data processing, (3) real estate and buildings, and (4) means of

transport, transportation systems. Unfortunately, the survey does not provide investment fig-

ures for each category separately. Instead, if a firm invested in at least one of these categories,

the firm is surveyed on the total amount of annual capital investments. Hence, the investment

volume contains investments in these four categories, while it is unlikely that intangible assets

other than ICT are included. Table A1 provides a detailed description of the underlying survey

questions.

I divide total investment by the number of workers to account for the fact that large firms

tend to make large investments and to purge the distribution from the right-skewness caused

by the right-skewness in firm employment size. To curtail the impact of extremely large invest-

ments, I winsorize values that exceed the third quartile plus four times the interquartile range.19

Across firm-year observations, 92% show investments; the mean investment is e5.4million, or

e14,500 per worker, while the median investment is e1.4million, or e7,600 per worker. The

investment per worker distribution is hence still highly right-skewed and has a large standard

deviation of e14,460 per worker.

The establishment panel lacks a direct measure of the capital stock. To fill this gap, I

exploit information on total investments, the proportion of net investments, dummy variables

representing the four investment types, and industry. I apply the modified perpetual inventory

method developed by Müller (2008, 2017) explicitly for this dataset to impute the capital

stock.20 The average capital stock per worker is approximately e300,000. Acknowledging the

inherent inaccuracies in this method, I focus on investments while reporting results for the log

capital stock only in order to assess the effect size.

Projected technological change. Unfortunately, information on investment types (pro-

duction facilities, ICT, real estate, and transport) only distinguishes between “no” or “any”

19The factor four is chosen to reflect the fact that investment distributions tend to be highly right-skewed.
Results are robust to using other values.

20I establish a starting value for the capital stock using investments in the first three observed years (1996,
1997 and 1998 at the earliest) and project the capital stock for subsequent years using investment information
and sector-specific depreciation rates. Since the capital stock is therefore highly unreliable in the first three
years, I assign missing to the capital stock in 1996–1998.
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Table 4: Descriptive statistics – Training firms, matched sample

p5 Median Mean p95 SD

# workers 21 199 294 828 353

# workers with+in vocational training 18 155 222 650 262

# highly educated workers with+in vocational training 1 11 23 87 30

% highly educated workers with+in vocational training 1 6 9 25 8

# highly educated trainees 0.00 1.00 4.13 17.00 6.84

Any investments (1/0) 0.00 1.00 0.92 1.00 0.27

Total investments in e1,000 0 1,425 5,410 19,388 11,174

Investments per worker in e1,000 0.00 7.60 14.54 37.50 14.46

Capital stock per worker in e1,000 2.28 143.25 306.75 781.55 313.97

Projected technical status of machinery 3.00 4.00 3.92 5.00 0.63

Notes: Averages across 1997–2000. Among training firms only. p5 – 5th percentile; p95 – 95th percentile; SD –
Standard deviation.

investments in this category. Since the subsequent analyses reveal that the intensive invest-

ment margin is much more affected than the extensive investment margin, these variables will

not be used to study technology adoption. To determine whether investments incorporate new

technologies, I use one additional piece of information from the data: The technical status of

a firm’s plant and machinery. Firms are asked to assess the overall technical status of their

production equipment compared to other establishments in the same industry on a scale from

1 (“completely out-of-date”) to 5 (“state-of-the-art”).

The technical status is a stock variable, unlike investments, and current investments also

affect a firm’s future technical status. Given this time lag between investments and technical

status, I construct a variable called “projected technical status” which attributes a firm’s future

technical status back to the year in which the investments influencing that status were made.

To estimate how the technical status depends on current and past investments, I regress a

firms’ technical status on the sequence of current and past investments, controlling for year

and firm fixed effects, see Table C1. The investments of the past three years mainly affect a

firms’ current technical status. I therefore compute the projected technical status of the current

year as the weighted sum of the firm’s technical status over the next three years, with weights

equal to the estimated regression coefficients.21 A projected technical status of 4.5 in 2001 may,

for example, indicate that investments made in 2001 are associated with a technical status of

4 in 2002 (weighted with an importance of 50%), of 5 in 2003 (weighted with an importance

of 35%) and 5 in 2004 (weighted with an importance of 15%). The average projected technical

status is 3.92 with a standard deviation of 0.63.

21In particular, I compute Projected technical statust = βt−1/(βt−1 + βt−2 + βt−3)Technical statust−1 +
βt−2/(βt−1+βt−2+βt−3)Technical statust−2+βt−3/(βt−1+βt−2+βt−3)Technical statust−3 with βt−1 to βt−3

the regression coefficients from Table C1.

17



5 Event study approach

The identification strategy exploits the quasi-random assignment of the education reform to

firms that entails exogenous variation in the supply of upper-track school graduates across firms

and years. I compare training firms in treated and control states before and after the reform in

a difference-in-differences (DiD) event study design by estimating the following specification:

Yjt =
2006∑

t=1997,t̸=2000

βt(Treatj × Yeart) + ψt + ϕj + ϵjt (6)

where Y is one of several outcomes such as investments, j denotes the firm, and t the calendar

year. I study firms up to 2006 because a different education reform affects trainee supply

from 2007/2008 onward. Treat is a binary variable with Treat = 1 if the firm is located in a

state undergoing the reform and zero otherwise. ψt captures calendar-year fixed effects. Firm

fixed effects ϕj capture time-constant level differences between firms. The vector βt, t ≥ 2001

includes the coefficients of interest, namely the difference in firm outcomes in treated states

compared to control states following the reform in 2001 purged from the baseline difference

between treated and control firms in 2000. The event study thus identifies the causal effect of

a firm facing a state-wide negative trainee supply shock.22 I follow Roth et al. (2023) for the

most recent suggestions for DiD estimations. Since treatment is not staggered, potential biases

common to two-way fixed effects estimators in a staggered setting (e.g. Goodman-Bacon, 2021)

are irrelevant here.

For brevity, I also estimate the equivalent DiD specification, assigning the years 1997–2000

as pre-period and the years 2001–2003 as post-period (dropping the years 2004–2006):

Yjt = δ(Treatj × Postt) + ξPostt + λj + ujt (7)

where the coefficient of interest is δ, the difference in the post-period compared to the pre-period

outcomes for treated compared to control firms.

I estimate equations (6) and (7) for training firms which are arguably directly affected by the

shock. In contrast, non-training firms are affected only via spill-over effects. I therefore rerun

the regression for non-training firms as a falsification test and expect much smaller estimates.23

Matching. Treated training firms may differ from control training firms in aspects that ex-

pose them to different potentially confounding factors. To ensure that treated and control

training firms are comparable, and therefore exposed to similar potential confounders, I match

firms based on their pre-treatment characteristics in two steps. First, I match firms within

training and non-training status, and nine industry groups. Results are robust to matching on

22Note that this is different to the causal estimate of a firm employing one fewer trainee.
23Since training and non-training are hardly comparable, and likely interact with each other, I refrain from

comparing them directly.
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more detailed industry classes. By matching within industries, the estimated reform effects are

devoid of distortions arising from industry-specific shocks. Second, within industries, I perform

a Mahalanobis distance matching with replacement. This metric minimizes the standardized

Euclidean distance of the matching variables between treated and control firms while taking

into account the correlation between the matching variables. The matching variables include

pre-treatment log overall employment, pre-treatment relative employment of highly educated

trainees, both averaged over the years 1997–2000, and the increase in pre-treatment log employ-

ment between 1997 and 2000.24 To avoid excessively limiting the sample size while ensuring

good compatibility, I keep the three control firms with the smallest Mahalanobis distance for

each treated firm and subsequently discard the worst 10% of all matches. Results are robust

with respect to both aspects.

Table 5 shows characteristics of treated training firms compared to control training firms

for both the unmatched and matched sample. Prior to matching, treated firms are significantly

smaller than control firms. The matching works well in eliminating differences in observable

firm characteristics, both targeted and non-targeted ones.

Table 5: Matched training firms – Balancing table and descriptive statistics

Unmatched Matched

∆ Mean SE ∆ Mean SE

A. Targeted variables

Log employment -0.37 0.13** -0.13 0.12

∆ log employment -0.09 0.05 -0.04 0.03

% highly educ. trainees in total empl. -2.04 3.49 0.23 0.28

B. Non-targeted variables

# workers -220 74*** -28 38

# highly educated trainees -3.51 1.84 -0.29 0.72

Any investments (1/0) -0.02 0.02 -0.00 0.02

Investments per worker in e1,000 1.13 1.19 0.53 1.47

Capital stock per worker in e1,000 48.77 28.78 35.81 34.42

Projected technical status 0.04 0.06 0.04 0.07

Number of firms 571 445

Notes: Averages across 1997–2000. ∆ log employment refers to the change in log employment between 1997
and 2000. SE: Standard error. Among training firms only. * p < 0.05, ** p < 0.01, *** p < 0.001.

The identification of the causal effect via the DiD event study relies on three main assump-

tions.

24This requires firms to be present both in 1997 and 2000, reducing the extent of panel attrition: 47% of
matched training firms present in 1997 are still present in 2006, see again Figure A1 .
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Assumption 1 – Parallel trends. First, I assume that firm outcomes in treated states

would have evolved in parallel to those in control states in the absence of the reform. Parallel

trends prior to the shock reveal that this assumption is likely to hold, see Sections 6 and 7.

In Appendix B, I show that key state metrics such as unemployment, population size,

education expenditure, public debt and public investments do not change differently in treated

compared to control states post 2000. Likewise, I argue in Appendix B that the concomitant

investment tax programs studied in Lerche (2022) and Siegloch et al. (2025) are unlikely to

confound the effect of the education reform. Moreover, one might be concerned that the

introduction of the euro in 2002, the German Hartz reforms over 2003–2005, the bust of the

dot-com bubble in 2000, or China’s accession to the World Trade Organization in 2001/2002

might confound the reform effect. However, these shocks likely affected treated and control East

German states similarly, especially within industries. In addition, it is unclear why any other

shock would affect firm outcomes differently based on the share of highly educated trainees at

a firm. Beyond these general arguments, I test whether states more strongly affected by the

bust of the dot-com bubble, i.e. Berlin and Saxony, drive the results. Results are robust to

their inclusion.

Assumption 2 – No anticipation. The second identifying assumption is that firms did not

change their behavior prior to the reform. Since the reforms were decided in 1996 and 1998,

firms had the opportunity to adjust their employment and investments prior to 2001. However,

the event study estimates show little evidence of this.

Students may also have anticipated the reform. There was, however, very little scope for

them to react: When the reform was decided, students of the missing graduation cohort were

in grade 7 in Mecklenburg-Western Pomerania and grade 9 in Saxony-Anhalt. Since the choice

of school track was due after grade 6 in East Germany, it was not impacted by the reform.

Also, school graduates may delay or accelerate the start of their vocational training in response

to the shock. This would bias the estimates toward zero.

Assumption 3 – No spill-overs/SUTVA. Third, I assume that control states are not

affected by the reform, and treated states are not affected by the absence of the reform in control

states. This assumption is violated if trainees move or commute across federal states. The data

allows me to identify cross-state commuting. Trainees in the affected states rarely commute

across states (2.7% prior to 2001, just as workers with completed vocational training, where the

share is 2.9%) compared to workers with a university degree (5.3%), and this share does not

change in response to the reform, see Section 6. To investigate whether school graduates move

for their apprenticeship, I turn to the Socio-Economic Panel (SOEP) which tracks individuals

from childhood onward. The cross-state trainee mobility rate is extremely low at 2.2%. Further,

there is no instance of a highly educated trainee relocating to one of the treated federal states in

the post-reform years 2001, 2002 or 2003 in the data. However, if trainees moved or commuted
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from control states to treated states in response to the reform, this would bias the estimates

toward zero.

Interpreting the reform as supply shock of trainees. Beyond identifying the causal

impact of the reform itself, I aim to attribute the effects on firm investments to the temporary

decrease in the supply of trainees. This requires that no other aspect of the reform affects

investments.

One other aspect of the reform is the increase in the education level of highly educated

trainees due to the increased years of schooling. Also, the share of upper-track graduates who

start vocational training might have been affected. However, these two aspects changed perma-

nently, such that effect dynamics will help distinguish between these permanent adjustments

and the temporary trainee shortage. In addition, higher levels of education would, if any, likely

induce more, not less, investments, and therefore provide a lower bound of the effect.

One potential concern is that the supply shock may be accompanied by changes in demand.

This issue typically arises with labor supply shifts due to migration. However, I focus only

on a postponement in the start of vocational training, which is unlikely to meaningfully affect

consumer demand. First, because the overall population size remains constant. Second, since

trainees earn low wages, students’ counterfactual demand–had they started vocational training

instead of staying in school for an additional year–is unlikely to differ significantly.

Turning to firm demand, low trainee wages also prevent a meaningful decrease in the firm

wage bill when trainee employment is reduced, making it unlikely to present a confounding

channel.

Trainee distribution across firms. Even if the estimated parameters of interest, β̂t, iden-

tify the unbiased effect of facing a trainee shortage, they are subject to the realized distribution

of trainees across firms. In particular, for the investment outcome, β̂t are small if trainees are

primarily missing in firms that would not have invested in the absence of the shock, and β̂t are

large if trainees are primarily missing in firms that would have invested in the absence of the

shock. In what follows, I directly study the characteristics of the compliers of the reform. Also,

in order to identify the effect on investments independent of the realized distribution of trainees

across firms, I propose a complementary identification strategy in Appendix D: I predict the

distribution of trainees across firms based on a Bartik-style instrument of firms’ pre-reform use

of trainees and the state-level shift in trainee employment induced by the reform. This allows

me to identify a different causal parameter, namely the effect of employing one fewer trainee.

This analysis is, however, more demanding and subject to further assumptions, which is why

my preferred identification strategy is the DiD event study design.

Inference. Standard errors are commonly clustered at the level of treatment assignment to

account for cluster-level shocks (e.g. Abadie et al., 2023). Here, this would result in a small
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number of clusters, i.e. federal states. For valid inference with a small number of clusters, I

follow Roth et al. (2023), and assume that any state-specific shock is small compared to the

idiosyncratic error terms at the firm level, potentially resulting in a small violation of parallel

trends. This assumption is well justified in the data: For the two main outcomes, trainee

employment and investments, the variance of the error term is approximately equal to the

average variance of the error term within states but much smaller within firms, suggesting little

to no within-state correlations but large within-firm correlations, see Table C2. I hence cluster

standard errors at the firm level. Additionally, I perform permutation (Fisher randomization)

tests, comparing the t-statistic of the treatment effect for the actual treatment assignment and

all permuted treatment assignments across federal states.

6 Bite of the reform

Effect on trainee employment. Figure 3 displays the results of estimating the DiD event

study model outlined in equation (6), i.e. the effect of the reform on the employment of highly

educated trainees. Endorsing the identifying assumption of parallel trends, firms’ highly edu-

cated trainee employment evolves in parallel in control and treated states in 1996–2000. This

is expected, as trainee supply almost exclusively consists of fixed-sized school graduation co-

horts, making it highly inelastic. During the years 2001–2004, employment of highly educated

trainees is significantly lower in treated compared to control firms. Considering the typical

training duration of three years plus one year delay for those going to military or social service,

these are precisely the years the majority of the missing school graduates would have undergone

vocational training. Consistent with the timeline of the shock, the employment gap shrinks

in 2005 and becomes statistically not significantly different from zero. Absolute employment

of highly educated trainees decreases by 1.01 on average in affected years. While this may

sound like a small effect, the effect corresponds to a reduction in the stock of trainees by a

third, i.e. one out of three trainee cohorts, for three years, or, put differently, to a decline by

one entire new trainee cohort. Hence, the education reform not only reduces the supply of

new highly educated trainees—it eliminates it completely, making the setting high-powered to

detect effects on firm investments.

Wage and worker substitution effects. The detailed administrative labor market data

allow me to study firms’ adaptation strategies, such as changes in trainee wages, or the sub-

stitution of highly educated trainees with other workers. To investigate such effects, I employ

the corresponding DiD specification given in equation (7), comparing the pre-treatment period

1996–2000 to the post-treatment period 2001–2003. Results are given in Table 6.

There is no evidence of an increase in the wages of highly educated trainees in response to

the negative supply shock (column 2). This is in contrast to what standard economic theory

predicts. To understand the absence of any wage effects, it is important to keep in mind that
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Figure 3: Effect on employment of highly educated trainees
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absolute employment stock of highly educated trainees among treated firms. Standard errors clustered at the
firm level. Among training firms only. N=3,609.

trainee wages are very rigid —often set by collective bargaining agreements—, that the shock

was only temporary, and that the supply of highly educated school graduates is fixed by the

cohort size, giving very little scope for wage increases to increase their employment.25

Firms do not substitute for their missing highly educated trainees in any way. Prominent

candidates as substitutes are low-educated trainees, highly educated trainees from other federal

states, and highly educated workers who have already completed vocational training. However,

firms do not compensate by hiring more low-educated trainees (column 3). In consequence,

overall trainee employment also drops. The low substitutability between low- and highly edu-

cated trainees, in line with Muehlemann et al. (2022), is likely related to distinct skill sets, the

specialization in different occupations, and the unchanged demand for low-educated trainees

against a fixed supply of school graduates.

25In fact, there are a multitude of reasons that potentially explain the lack of a wage adjustment. First,
firms likely shy away from increasing wages in response to a temporary shock because downward rigid wages
will impede a subsequent wage decline once the supply shock dissipates. Second, trainee wages in Germany are
set at a very low level and are paid only throughout the three-year vocational training period. Hence, even a
hypothetical doubling of training wages would result in negligible changes in absolute lifetime income. Instead,
trainee supply responds to anticipated post-training wages (Neuber-Pohl et al., 2023) that remain unchanged
in the present case. Third, the vast majority of training wages are set by collective bargaining agreements,
and even firms that are not part of those agreements tend to base their wages on such agreements. Of course,
firms could deviate upwards. In that case, works councils, which would have to approve training wages in large
firms, would likely oppose unequal treatment of trainees. Finally, this finding is in line with the results by
Muehlemann et al. (2022) in the case of the opposite, positive supply shock of trainees.
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Table 6: DiD Results – Wage and worker substitution effects

# highly
educated
trainees

Log wage
highly educ.
trainees

# low-
educated
trainees

# highly educ.
commuting
trainees

Log highly
educ. VT

employment

Trainee
retention

rate

Internal
retraining

(1) (2) (3) (4) (5) (6) (7)

Treat × Post -1.01∗ 0.01 -0.94 2.08 0.07 -0.07 -0.04

(0.47) (0.03) (1.42) (2.66) (0.07) (0.04) (0.06)

Mean dep. variable 4.14 2.99 11.65 5.19 2.25 0.59 0.47

N 3,133 2,025 3,133 1,364 2,930 2,989 1,552

Notes: DiD coefficients based on equation (7). Pre: 1997–2000. Post: 2001–2003. Standard errors clustered at
the firm level. * p < 0.05, ** p < 0.01, *** p < 0.001. Among training firms only. Mean dep. variable: Average
outcome in 1997–2000. Column 4: a commuter is defined as a person living and working in two distinct federal
states. This variable is available from 1999 onward. Column 6: Based on the survey question “How many of the
newly qualified apprentices are being offered a permanent position?”. If missing, filled with the share of retained
trainees from the administrative data. Column 7: Internal retraining is the number of retraining incidences per
worker (fixed to pre-treatment levels). VT: completed vocational training.

Also, there is no statistically significant increase in cross-state commuting of highly educated

trainees from a different federal state following the shock (column 4).26 No increased commuting

supports the SUTVA assumption of no spill-overs across state borders.

Column 5 shows that the employment of highly educated workers who have completed their

training program does not increase in response to the trainee shortage, indicating that already

trained workers are not suitable substitutes for trainees.27 Firms may try to compensate for

missing trainees by retaining more trainees upon training graduation. Likewise, poaching of

these workers might increase as well, such that the direction of the effect is ambiguous. I

find no effect on the retention rate of recently graduated trainees (column 6). Firms may also

increase retraining of incumbent workers to overcome skill shortages caused by the negative

trainee supply shock. Again, I find no evidence for this (column 7).

To sum up, the reform leads to a sharp and extremely large decline in the employment of

highly educated trainees, that is not accompanied by higher trainee wages, not compensated for

with low-educated trainees, increased commuting, retraining of incumbent workers, or increased

employment of workers with already completed vocational training.

7 Effects on firm technology investments

7.1 Effect on investments

I now turn to the reform effects on firm investments, interpreting them as causal effects of

facing a negative trainee supply shock. Figure 4 shows the difference in investments per worker

between treated training firms and control training firms over time based on equation (6).

26The coefficient of interest captures potential increases in commuting into treated states in addition to
potentially reduced commuting into control states, and thus provides an upper bound of the true effect.

27Likewise, I find no evidence of substitution with the subgroup of highly educated workers who have com-
pleted their training program below the age of 30.
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Convincingly, there are no statistically significant pre-trends, supporting the assumption that

investments in treated states would have evolved in parallel with investments in control states

in the absence of the shock. The fact that firms do not adjust their investment behavior in

anticipation of the trainee shortage, either upward or downward, may be due to several reasons:

First, firms are unaware of the impending shortage: According to the IAB establishment survey,

in 2000, treated training firms did not expect significantly elevated shortages of young workers

for 2001 and 2002 compared to control training firms. Second, if trainees and investments

are Leontief-type complements, it may be optimal for the firm to not adjust investments prior

to the shock given that trainee employment also stays stable before 2001. Third, opposing

anticipatory behaviors across firms may cancel each other out: in the years before the shortage,

some firms may have already foregone the adoption of new technologies, which require a critical

mass of trainee cohorts to be trained on, knowing that only a few trainee cohorts would arrive

before the trainee shortage. Other firms, however, may have invested more in anticipation,

leading to net zero effects.

Figure 4: Effect on investments per worker in e1,000
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Based on equation (6). Standard errors clustered at the firm level. Among training firms only. Left axis:
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firms. N=3,609. Mean: OLs estimates. Median: Median of the treatment effect distribution.

Firms time their investment to coincide with trainee supply: investments per worker sig-

nificantly drop during the time of the trainee shortage in treated training firms compared to

control training firms; the key finding of this paper. This decrease is temporary: investments of

treated firms return to those of control firms in 2004–2006. This pattern clearly suggests that

the decline is linked to the short-term drop in trainee supply, rather than a response to a new
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long-term reality in which trainees might be more highly skilled, older, or otherwise different.

Firms reduce investments by e2,740 per worker in 2001–2003, corresponding to a decline of

20% of pre-treatment average investments among treated firms, or 0.9% of the capital stock per

worker. Given the right-skewed distribution of investments, I also compute the median across

all firm-level effects. The median decrease, depicted by orange dots in Figure 4, in 2001 to 2003

is e1,140 per worker, equivalent to 8% of pre-treatment average investments per worker, or

0.4% of the capital stock per worker. The fact that the median declines as well clearly indicates

that the effect is not driven by a few large outliers, but rather reflects a broad-based decline

in investment across firms. To conclude, the estimated average decline in investments is large

and goes beyond a potential “mechanical” effect of reducing capital in proportion to trainee

employment.

The sizable estimate is plausible considering that the intertemporal elasticity of long-term

investments is nearly infinite (see also House & Shapiro (2008)): firms face almost no cost from

shifting investments by a couple of years, but gain substantially by postponing until trainees

become available again. But if firms postpone investments, why do treated firms not com-

pensate for their missing investments by investing more in the years after the shock compared

to control firms? Several reasons could explain this. Investment frictions— organizational or

financial—may cause treated firms to always lag behind control firms. Similarly, if investments

trigger follow-up investments, a delay in the initial investment naturally causes delays in sub-

sequent ones. Also, treated firms may decide to skip one technology vintage altogether, or a

combination of these factors.

To better understand the effect size, it is also expedient to study the realized distribution

of trainees across firms in times of the shortage. Mechanically, investment effects are large if

trainees are primarily missing in firms that would have made large investments in the absence

of the shock, but much smaller or even zero, if only non-investing firms forego trainee employ-

ment. To assess this, I zoom in on the compliers of the shock, i.e. firms that decreased their

employment of highly educated trainees in 2001–2003 relative to their pre-treatment levels,

see Table 7. Indeed, complier firms are much larger than non-compliers, and have higher pre-

treatment investments and capital stock. To abstract from the realized distribution of trainees,

and to identify the effect of employing one trainee fewer, I use a different identification strategy

below based on a Bartik-style instrument.

An alternative explanation for the large effect size is that treated firms reduce their overall

employment in response to the shock, mechanically investing less if investment is proportional

to employment. I can rule out this explanation: the estimated effect sizes are similar when

using investment per worker based on time-varying firm size and when using investment per

worker with firm size fixed at pre-treatment levels, see Table 8, columns 1 and 2.

Extensive versus intensive margin. Next, I study the extensive and intensive investment

margin effect separately, see Table 8, columns 3 to 6. The extensive margin—measured as a
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Table 7: Complier versus non-complier firms

Complier Non-complier ∆

∆ # highly educated trainees -2.24 +1.16

# worker 283 205 77**

Investments per worker in e1,000 15.26 10.01 5.26***

Capital per worker in e1,000 390 238 152***

Share of firms 69% 31%

Notes: Complying defined as decreasing average employment of highly ed-
ucated trainees post compared to pre-treatment. ∆ – Difference between
compliers and non-compliers. * p < 0.05, ** p < 0.01, *** p < 0.001.
∆ highly educated trainees – Change in average employment of highly
educated trainees post compared to pre-treatment

binary indicator for whether a firms invests or not—is unaffected, which is expected since a very

large share of 92% of observations show positive investments. The intensive margin—measured

as log investments—adjusts significantly.

The literature suggests that technology investment decisions are discrete rather than con-

tinuous since not all firms constantly adopt new technologies, and require costly, indivisible

(“lumpy”) investments (e.g. Cooper et al., 1999; Bessen et al., 2020). In this setting, firms not

planning to invest remain unaffected by the trainee shortage, while those intending to make

lumpy investments may cancel in response to the trainee shortage. To test this hypothesis,

I look at a binary outcome of making large investments. Treated training firms are 10 per-

centage points (pp) less likely to make large investments (investments in the upper tercile of

the investment per worker distribution) than control training firms when trainees are scarce,

but are not differently likely to make very large investments (investments in the upper decile

of the investment per worker distribution). The fact that firms predominantly forego large

investments is, again, indicative of a reduction in investments that goes beyond a mechanical

effect.
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Table 8: DiD Results – Additional investment effects

Inv. per worker in e1,000
constant time-variant
workers workers

Any inv.
(1/0) Log(Inv.)

Large inv.
(1/0)

Very
large inv.
(1/0)

(1) (2) (3) (4) (5) (6)

Treat × Post -2.74∗ -2.63∗ -0.01 -0.27∗ -0.10∗∗ -0.02

(1.07) (1.06) (0.03) (0.13) (0.04) (0.04)

Mean dep. variable 13.38 14.54 0.92 14.08 0.50 0.17

N 2,853 2,853 2,850 2,550 2,550 2,550

Notes: DiD coefficients based on equation (7). Pre: 1997–2000. Post: 2001–2003. Standard errors clustered
at the firm level. * p < 0.05, ** p < 0.01, *** p < 0.001. Among training firms only. Mean dep. variable:
Average outcome in 1997–2000. Large inv.: Investments in the upper tercile of the distribution of strictly positive
investments per worker assigned as one, and zero otherwise. Very large inv.: Investments in the upper decile of
the distribution of strictly positive investments per worker assigned as one, and zero otherwise.

Heterogeneity and new-skills mechanism. I run separate regressions for firms in the

skilled business service and public administration sector—where capital and labor tend to

be complements—, and in the manufacturing sector—where capital and labor tend to be

substitutes—, see Figure 5, Panel A. Interestingly, investments drop in both sectors, suggesting

that a large variety of technologies adopted at the time are complements to new entrants.

One implicit assumption in the economic framework is that workers stay at their training

firm for long enough to redeem the investments in their human capital. Indeed, the trainee

retention rate in the data is high with on average approximately 50% of the trainees remaining

at their training firms. However, there is variation across firms that I use to draw conclusions

regarding the firm’s training strategy following Mohrenweiser & Backes-Gellner (2010). Firms

with high retention rates likely see trainees as a human capital investment for future production

(the so-called ‘investment model’, see Stevens, 1994), while firms with low retention rates likely

employ trainees for current production (the so-called ‘production model’, see Lindley, 1975).

If the mechanism behind the complementarity between trainees and investments is the role of

trainees in skill acquisition and not their cheap labor, investments should drop more among

firms with higher retention rates.

I run the event study regression including the triple interaction term Treat × Post × Trainee

retention rate and all corresponding two-way interaction terms. The retention rate is defined

as the pre-treatment fraction of trainees staying at the firm upon training completion.28 Since

the goal is to compare investment drops between two treated firms operating in the same

industry and with the same exposure to the reform, but with different training strategies,

I additionally include the triple interaction term Treat × Post × Shock exposure plus all

corresponding interactions, with shock exposure defined as pre-reform employment of highly

28This information is based on two questions from the establishment panel on the number of trainees retained
by the firm and the number of successfully completed vocational trainings. If the ratio of these two variables
is not available, I construct the ratio based on the social security data.
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educated trainees. Figure 5, Panel B, shows the predicted investment changes for firms with a

high (low) trainee retention rate – evaluated at the 75th (25th) percentile of the distribution,

corresponding to a retention rate of 68% (33%). Firms with high retention rates, arguably

reflecting large investments in their trainees’ human capital, reduce investments heavily in

response to the reform, while treated firms with low retention rates, arguably reflecting the use

of trainees as inexpensive labor, reduce their investments much less, providing evidence for the

new-skills mechanism.
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Figure 5: Heterogeneity effects

A. Effects by industry
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B. Effects by trainee retention rate
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Robustness. The negative effect of the reform on investments is robust to a wide range of

specifications. To see this, I present the DiD estimates for investments per worker in Figure 6.

First, I expand the set of control firms to include West German firms, which were initially

excluded because they may differ from East German firms and be exposed to different shocks.

Including them in the control group yields significantly negative estimates that are slightly

larger in magnitude. When excluding Berlin or Saxony-Anhalt from the set of control states,

due to their slightly different demographic and economic trends, the results also remain ro-

bust. Firms may leave the sample over time. The negative estimate remains robust when

restricting the sample to firms observed in every year between 1997 and 2003. Convincingly,

the effect is negative within both treated states, despite their differences in industry structure

and geography. However, the effects are less precisely estimated due to the smaller sample size.

Firms at federal state borders might be less affected by the reform because they may attract

trainees from control states. I use a firm’s share of commuters across federal states as a proxy

for worker supply from other states. Excluding firms with a pre-treatment commuter share in

the highest decile does not meaningfully affect the results.

Figure 6: Robustness
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firms as control firms; dropping Berlin or Saxony from the set of control firms. Balanced panel 1997-2003:
Sample restricted to firms observed in each year between 1997 and 2003. Treated states separately: Only using
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for state trends: Additionally controlling for linear state-specific time trends. Matching procedure: Using only
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discarding the furthest 10% of all matches.

Results are robust to weighting the observations by the firms’ pre-treatment employment

31



size. Acknowledging that states may be on different (linear) time trends, and controlling for

them, does not meaningfully affect the results.

The results are also robust to different specifications of the matching procedure. When

using the nearest neighbor instead of the three nearest neighbors, the estimated coefficient

remains very similar, despite a significant reduction in sample size. The results are similarly

robust to the inclusion of the 10% most distant matches.

Permutation tests for inference with few clusters. Until now, I have assumed that the

cluster-specific shocks are small compared to the idiosyncratic error terms at the firm level,

justifying the use of standard errors clustered at the firm level. I next perform permutation tests

which have been suggested as a valid method for inference when the number of clusters is small

(e.g. Roth et al., 2023). Figure 7 shows the t-statistics for the event study estimates based on

the actual treatment assignment in orange and for all permuted treatment assignments across

East German federal states in gray. The t-statistics are based on standard errors clustered at

the firm level and account for sampling errors of firms within states. Following the 2001 reform,

the t-statistics based on the actual treatment assignment are by far more negative than any

t-statistic based on a permuted treatment assignment. For periods prior to the reform, this

is not the case, suggesting no differential pre-trends. Hence, the permutation test shows that

it is very unlikely that only cluster-level shocks would have caused the observed investment

decline. Likewise, no comparable decrease in the employment of highly educated trainees was

observed under any permutation assignment, see Figure C3.

Since the number of possible permutations within East Germany is limited to 15, I repeat

the permutation test across the 10 West German federal states. The t-statistics of the highest

and lowest 2.5% (5%) of the draws under permuted treatment assignment are shown in Figure

C2, Panel B. Again, the t-statistic of actual treatment assignment stands out as an outlier and

is much smaller than the 5% and 2.5% most negative t-statistics under permuted treatment

assignment.

Falsification test among non-training firms. To validate that the investment decline is

indeed linked to the trainee shortage and not due to some confounding factor happening in

the two treated states around this time, I turn to the sample of non-training firms, i.e. firms

operating in the same industries but with no highly educated trainees throughout 1995–1997.

Non-training firms should be much less affected by the reform, at most because they would

want to start training but cannot during the time of the trainee shortage, or via spillover

effects. Table 9 shows the DiD estimates for both training and non-training firms. Non-

training firms in control states started employing highly educated trainees to a small extent

in 2001–2003 (column 4). While the investment drop among non-training firms is not exactly

zero (column 5 and 6), likely reflecting spillover effects or the small decrease in highly educated

trainee employment, we see much larger declines in investment among training than among
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Figure 7: Permutation test – T-statistics
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Notes: T-statistics of the event study regression coefficients based on equation (6) using the actual treatment
assignment (orange line) and all possible permutation assignments within East Germany (gray lines).

non-training firms. This provides further evidence that the investment drop is indeed related

to the negative trainee supply shock.

Table 9: Training versus non-training firms

A. Training firms B. Non-training firms

# highly
educated
trainees

Inv. per worker
in e1,000 Log(inv.)

# highly
educated
trainees

Inv. per worker
in e1,000 Log(inv.)

(1) (2) (3) (4) (5) (6)

Treat × Post -1.01* -2.74* -0.27* -0.09*** -1.04* -0.13

(0.47) (1.07) (0.13) (0.03) (0.53) (0.09)

N 3,133 2,853 2,550 9,683 8,832 6,706

Notes: DiD coefficients based on equation (7). Pre: 1997–2000. Post: 2001–2003. Standard errors clustered at
the firm level. * p < 0.05, ** p < 0.01, *** p < 0.001.

Firm-level treatment intensity – Instrumental variable regression. Another way to

strengthen the link between the investment decline and the negative trainee supply shock is

by analyzing whether firms that are more exposed to the reform-induced trainee employment

reduce investments more. To do so, in a complementary analysis, I instrument firms’ trainee

employment with a Bartik-style instrument based on firms’ initial employment of highly ed-

ucated trainees (i.e. exposure to the reform; share) and the reform (i.e. shift). I extensively
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Table 10: IV results – Second stage

Inv. per worker
in e1,000 Log(investments)

(1) (2)

NTrainee 0.83∗∗ 0.05∗

(0.305) (0.03)

F-Stat 17.31 20.91
N 5,417 4,136

Notes: F-Stat gives the robust Kleibergen-PaapWald rk F statis-
tic. Standard errors clustered at the firm level. * p < 0.10, **
p < 0.05, *** p < 0.01.

discuss the identification strategy and report results in Appendix D. This analysis not only

helps tie the trainee shortage and the investment decline, it also provides an estimate of the

investment decline associated with one absent highly educated trainee. Also, in the above DiD

event study design, the identified coefficient is subject to the realized distribution of trainees

across training firms, where I have found that compliers tend to be large, heavily investing

firms. The IV strategy explicitly takes this selection into account.

The IV analysis reveals that more exposed firms indeed experience larger employment

decreases of highly educated trainees and reduce investments more. In particular, each missing

highly educated trainee reduces firm investments by approximately e830 per worker, or 0.05log

points, see Table 10. This figure is substantially lower than the one implied by the ratio between

missing trainees and investments identified in the event study regression. This may be due to

spill-over effects across firms within treated states, due to reduced trainee quality during the

time of the shortage, or the fact that firms complying with the DiD identification strategy tend

to be large, heavily investing firms.

7.2 Effect on firm technology adoption

Having established that the reform-induced trainee shortage decreases firm capital investments,

the following section investigates whether this is linked to foregone technology adoption. In

particular, I look at the self-assessed technical status of a firm’s machinery on a continuous

scale from 1 (’completely out-of-date.’) to 5 (‘state-of-the-art’), projected back to the years

when investments affecting the technical status took place, see again Section 4. As shown in

Figure 8, treated training firms report an outdated projected technical status of their machin-

ery compared to control firms starting in 2002. The depreciation is meaningful in magnitude: a

depreciation by approximately -0.26 in 2004 corresponds to 26% of firms reporting a deteriora-

tion by one category, or a decrease by a third of a standard deviation. Treated firms’ technical

status approximately converges back to control firms’ technical status by 2006, indicating that

treated firms’ foregone investments do not put these firms on a significantly different long-term
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trend. In contrast, treated firms manage to catch up with control firms once trainees are

available again, or simply skip one technology vintage.

Figure 8: Effect on technology adoption
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Notes: Event study coefficients of the interaction terms Treat × Year plus 90% and 95% confidence bands.
Based on equation (6). Standard errors clustered at the firm level. Among training firms only. Projected
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I conclude that at least part of the investment decline is the result of reduced technology

adoption. Hence, young labor market entrants are important complements to firms’ technology

adoption. At the same time, it is unlikely that new technologies are complementary to (all)

other workers because labor, in general, was not scarce during the trainee shortage.

Foregone technology adoption should affect firm performance in the long-run. However,

panel attrition and a confounding trainee supply shock starting in 2007/2008 impede studying

longer-term outcomes.

8 Discussion

In this paper, I provide empirical evidence that a temporary drop in the supply of vocational

trainees causally reduces firm investments, linked to a decrease in technology adoption. This

suggests that young labor market entrants are complements to firm technology adoption. I ex-

plain this complementary relationship by trainees’ low opportunity costs and/or high expected

returns from skill acquisition. The mechanism is empirically supported by the fact that firms

investing in their trainees’ skill acquisition drive the investment decline, in contrast to firms

viewing trainees as inexpensive labor. The mechanism is likely to hold across a range of settings
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beyond German vocational training. In line with this claim, young workers are consistently

found to work more often with new technologies across education levels and countries.

While it has been known that labor supply affects firm technology adoption, this paper

introduces the crucial role of young labor market entrants and the mechanism via capital ad-

justment costs of training new skills. These insights are novel and informative from a number

of perspectives: First, they highlight the relevance of new skills demanded by new technolo-

gies, making the comparative advantage in skill acquisition an important factor determining

complementarity with new technologies—beyond the factors previously emphasized, namely

skill and task levels. Second, the results highlight that the availability of new entrants is a

key determinant of firm technology adoption. While a reduction in the supply of young labor

market entrants likely not always leads to a decrease in technology adoption, it always raises

its cost. This insight is relevant given current shortages of young workers in most developed

countries. Third, the findings imply that retraining incumbents is costly compared to training

young labor market entrants. This leads to strong vintage effects, where different worker co-

horts posses distinct, vintage-specific skills, which slows down technological transitions (Adão

et al., 2024).

While studying a short-lived labor supply shock, by establishing complementarity between

new entrants and new technologies, this paper also informs on the macro debate on endogenous

technological change and demographic change: countries with lower population growth or

shortages of middle-aged workers are found to adopt more (labor-saving) robots (Abeliansky

& Prettner, 2017; Acemoglu & Restrepo, 2022). The “new-skills” channel, which this paper is

able to separate out, works in the other direction as the labor-saving channel, calling for a more

nuanced view of the effect of demographic change on firm technology adoption. In line with

the “new-skills” argument, Angelini (2023) finds that above a certain tipping point, population

aging reduces investments in information and communication technologies.

From a policy perspective, the findings stress the importance of attracting young labor mar-

ket entrants or subsidizing the retraining of incumbent workers to foster technology adoption.

The results also have implications for the optimal design of education systems: the finding that

firms shy away from retraining incumbent workers who were trained a few years ago indicates

that skills acquired through vocational training may be overly specific (compare Hanushek et

al., 2017).
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Haushalte: Bundesländer, Jhre, Körperschaftsgruppen, Art der Investitionsausgaben [ohne
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A Data

Figure A1: Panel attrition
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Notes: Number of firms observed per year.

Table A1: Survey items used for the investment and technology indicators

Variable Survey Question

Total
investments

What was the approximate sum of all investments in t?

Inv. type
(0/1)

Did your establishment invest in one or more of the following areas in the
last business year of t? EDP, information and communication technology?
Production facilities, plant and equipment, furniture and fixture? Means
of transport, transportation systems? Real estate and buildings?

Technical
status of
machinery

How do you assess the overall technical status of the plant and machinery,
furniture and fixtures of this establishment compared to other
establishments in the same industry? “1” - state-of-the-art equipment. “5”
- completely out-of-date.

Notes: t : Year of the survey. EDP: Electronic data processing.
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B Potential reform confounders

Governing party – Social democrats. The education reform was an initiative of the

Social Democratic Party, which entered the government in both treated states in 1994. In

Mecklenburg-Western Pomerania, the Social Democrats were the junior governing party of a

government led by the Christian Democratic Union. In Saxony-Anhalt, the were the senior

governing party but shared power with the Greens. The Social Democrats also entered the gov-

ernment in one of the control states, Thuringia, in 1994 together with the Christian Democratic

Union. Nonetheless, to exclude that the governance of the Social Democrats or other policy

or socio-economic changes confound the effect of the education reform, I compare several state

metrics including population size, education expenditure, unemployment rate, GDP, public

debt and public investments between treated and control states before and after the reform, as

well as between states governed by the Social Democrats and those not governed by the Social

Democrats, see Table B1. Controlling for state and year fixed effects, I find no difference in any

of these metrics between treated and control states post-reform compared to pre-reform that

is statistically significantly different from zero, see Panel A. Turning to factors correlated with

the governance of the Social Democrats, see Panel B, there is a significantly positive association

between government of the Social Democrats and three indicators: education expenditure in

% of the total state budget, unemployment rate, and log public investments. Higher education

expenditure and public investments should, however, rather increase instead of decrease firms

technology investments. Regarding the unemployment rate, the relation to firm technology

adoption is ambiguous. I conclude that major trends at the state level, potentially governed

by the party composition of the government, are unlikely to cause the investment drop.

Investment subsidy programs. Two investment subsidy programs were in place in East

Germany at the time that might have confounded the effects of the trainee supply shock.

Below, I discuss each of them and how they may correlate with the trainee supply shock.

First, an investment tax credit policy was introduced in 1991 that aimed at supporting

firms in former East Germany. In 1999, a policy change increased the tax credit rate for

smaller manufacturing firms (with up to 250 employees) from 10% to 20%, and for larger firms

from 5% to 10%, thereby reducing capital costs more significantly for smaller firms. Lerche

(2022) exploits this reform and finds important increases in investments and employment in

smaller compared to large firms in response to the reform. This reform is, however, unlikely,

to confound the effect of the trainee supply shock given that my identification strategy relies

on comparing firms across federal states but the tax credit reform had no regional variation.

Second, Germany’s main regional policy, GRW, aimed at revitalizing underdeveloped re-

gions, particularly East Germany, through investment subsidies for (mainly) manufacturing

plants. The maximum subsidy rate varied based on counties’ economic performance indica-

tors, and was frequently reformed between 1997 and 2014. Siegloch et al. (2025) exploit these
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Table B1: Correlation of state metrics with reform and Social Democratic Party

(1) (2) (3) (4) (5) (6) (7)
Log(Pop-
ulation)

Log(Educ.
expenditure)

% education
expenditure

Unemploy-
ment rate

Log
(GDP)

Log(Public
Debt)

Log(Public
Investments)

A. Education reform in 2001

Treat × Post -0.03 -0.01 1.37 -0.25 -0.00 0.15 0.15

(0.11) (0.19) (2.46) (0.84) (0.17) (0.32) (0.15)

B. Social democratic party in government

Social Democrats -0.01 0.05 0.94∗ 0.49∗ -0.00 0.05 0.19∗∗

(0.01) (0.04) (0.50) (0.28) (0.02) (0.04) (0.07)

Mean dep. variable 14.83 21.52 27.68 18.08 10.74 9.21 6.09

N 84 66 66 84 84 84 84

Notes: Panel A: Treated: Mecklenburg-Western Pomerania and Saxony-Anhalt. Post: 2001 onward. Panel B:
Social democrats among governing parties (1/0). Controlling for state and year fixed effects. Observations at the
state-year level for East German states for 1992 until 2005, except for education expenditure (column 2 and 3)
that is only observed from 1995 onward. Education expenditure: Total public expenditure on education. Share
education expenditure: Public expenditure on education as a percentage of the total budget. Unemployment
rate: Unemployment rate in % of the dependent civilian labor force. Debt: Debt of the overall public budget.
Sources: (1) – Federal Statistical Office (2022) (2) & (3) – Federal Statistical Office (2023b) (4) – Federal
Statistical Office (2023a) (5) – Federal Statistical Office (2023e) (6) – Federal Statistical Office (2023d) (7) –
Federal Statistical Office (2023c) * p < 0.05, ** p < 0.01, *** p < 0.001.

reforms to study the effect of tax credit on investment and employment, finding important

effects. This program had a regional component: while all counties were assigned the same

maximum subsidy threshold in 1990, 27 counties that were previously assigned as high-subsidy

counties were assigned as low-subsidy county in 1997. In 2000, nine further counties were

assigned from high to low, while one was assigned from low to high.

Studying the regional correlation between this potentially confounding reform and the 2001

education reform suggests that the 1997 changes are unlikely to have caused the investment de-

cline in Mecklenburg-Western Pomerania and Saxony-Anhalt following the 2001 trainee short-

age: in Brandenburg, half of all counties were downgraded; Saxony saw 38% of its counties

affected, and Thuringia experienced a change in 35% of its counties. In contrast, the treated

states, Mecklenburg-Western Pomerania and Saxony-Anhalt, were the least affected, with only

25% and 21% of their counties downgraded, respectively. This should have led to increased

investments in these states relative to the control states.

The 2000 reform primarily impacted Saxony, where 39% of counties were downgraded from

high-subsidy status to low-subsidy status. Brandenburg and Western-Pomerania were not

affected at all. Thuringia saw a downgrade in 9% of its counties, and Saxony-Anhalt had a

net change of 7% with 14% of the counties changing from high status to low status, and 7%

from low status to high status. Therefore, the decline in investments in Mecklenburg-Western

Pomerania cannot be explained by these reforms, and it is very unlikely that the changes caused

the decrease in Saxony-Anhalt.
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C Additional results

Table C1: Technical status of ma-
chinery and lagged firm invest-
ments

Inv. per worker 0.0007

(0.0006)

Inv. per worker t− 1 0.0046∗∗∗

(0.0005)

Inv. per worker t− 2 0.0032∗∗∗

(0.0005)

Inv. per worker t− 3 0.0014∗∗

(0.0005)

Inv. per worker t− 4 0.0012∗

(0.0005)

Inv. per worker t− 5 0.0014∗∗

(0.0005)

N 28,279

Notes: Outcome: Technical status of
machinery in t. Controlling for year and
firm fixed effects. Standard errors clus-
tered at the firm level. * p < 0.05, **
p < 0.01, *** p < 0.001.

Figure C1: Demographic and economic trends across federal states
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Notes: Panel A: Source: Federal Statistical Office, Genesis-Online (2022b). The number for Saxony is divided
by two for better visibility. Panel B: Source: Federal Statistical Office, Genesis-Online (2022b).
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Table C2: Correlation of the error term within states and within firms

Overall SD SD within states SD within firms

# highly educated trainees 5.01 4.13 2.30

Inv. per worker in e1,000 9.99 9.13 6.49

Notes: Standard deviations (SD) of the error term resulting from a regression following equa-
tion (6) with the outcome variable shown in the first column.

Figure C2: Permutation test in West Germany – T-statistics; Effect on investments
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Notes: T-statistics of the DiD event study coefficients based on equation (6) using the actual treatment assign-
ment (orange line) and all possible permutation assignments across West Germany (gray areas).
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Figure C3: Permutation test in East Germany – T-statistics; Effect on trainee employment
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Notes: T-statistics of the DiD event study coefficients based on equation (6) using the actual treatment assign-
ment (orange line) and all possible permutation assignments across East Germany (gray lines).
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D Instrumental variable regression

In this Appendix, I employ a complementary identification strategy that serves three main

purposes. First, it allows me to understand whether firms that are more exposed to the trainee

supply reduction decrease investments more. Second, it allows me to identify the treatment

effect independent of the realized distribution of trainees across firms. Third, the analysis

identifies a different causal parameter: While the event study identifies the causal effect of

facing a statewide reduction in trainee supply, this complementary analysis identifies the causal

effect of having access to one additional trainee.

I estimate a two-stage-least-squares (2SLS) model of firm investments Inv on firm employ-

ment of highly educated trainees NTrainee controlling for firm fixed effects πj and year fixed

effects ψt, see equation (D1). I instrument trainee employment as given in equation (D2):

Invjt = NTrainee
jt + ψt + πj + ϵjt (D1)

NTrainee
jt =

∑
t

γt(N
Trainee
j,1996/97 × Treatj × Yeart)

+
∑
t

ζt(N
Trainee
j,1996/97 × Yeart) + ψt + πj + ϵjt (D2)

with j firms, and t calendar years. Treat takes the value one if a firm is located in a state

undergoing the education reform and zero otherwise. I predict contemporaneous trainee em-

ployment29 by firms’ mean employment of highly educated trainees in October 1996 and 1997

(based on information from June 1997 and June 1998), i.e. firm exposure, NTrainee
1996/97, corre-

sponding to the shares in a shift-share instrument, times Treat × Year, corresponding to the

reform-induced shifts in the supply of trainees across states and years. I control for year ef-

fects in firm trainee employment which are allowed to vary by firm exposure, NTrainee
j,1996/97×Yeart.

Hence, the instrument exploits variation between two equally exposed firms located in a treated

state and a control state across time. The exogeneity of the instrument stems from the random

assignment of the trainee supply shock, i.e. the education reform, to states and years. Since

employment of highly educated trainees in 1996/97 is expected to directly impact investments

around this time, which would violate the exclusion restriction, I run the regression for the

years 1999 onward.30 I estimate the effect within the sample of matched firms,31 ensuring that

treated and control firms are comparable in terms of sector, size, and employment of highly

29While the investment information refers to the calendar year, trainee employment is recorded as of June 30
each year. To account for the fact that trainee employment in a given calendar year includes trainee employment
as of June 30 for the months January to August (8 months), and employment as of June 30 of the next year
for the months September to December (4 months), I construct contemporaneous trainee employment as a
weighted average of this and next year’s trainee employment, weighting this year’s trainee employment by 8/12
and next year’s trainee employment by 4/12. This approach forces me to stop the analysis in 2005. Results are
robust to alternative definitions, such as using only this year’s or next year’s trainee employment.

30Results are robust to further restricting to the years 2000 onward.
31For consistency, I employ the same matching procedure as above, i.e. matching treated training firms to

control training firms and treated non-training firms to control non-training firms.

50



educated trainees.

Figure D1: IV results – First stage
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Notes: Coefficients plus 90% and 95% confidence intervals of the term (NTrainee
j,1996/97 × Treatj ×Yeart) in

equation (D2). Outcome: Number of highly educated trainees. Years refer to full calendar years, combining
trainee employment of the trainee entry cohort from September last year and employment of the trainee
entrant cohort from September of the current year. Standard errors clustered at the firm level.

Figure D1 shows the coefficients of interest of the first stage, γt. Coefficients are negative in

the years of the shock as expected. One additional highly educated trainee prior to the reform

is associated with 0.25 fewer highly educated trainees in 2002. Consistent with the timing of

the shock, the coefficient in 2005 is zero. Please note that the year now refers to the calendar

year, explaining why the trainee employment drop is more nuanced in 2001 than in the event

study. The first stage thus confirms that initial trainee exposure is a relevant instrument. With

an F-statistic of 17.31, see Table D1, Panel A, column 1, the instrument is relevant.

Table D1, Panel A, also shows the results of the second stage for different specifications

when looking at investments per worker as the outcome. The positive coefficients imply that

a reduction in trainee employment decreases firm investments. In particular, one fewer trainee

reduces investments by e830 per worker (column 1), equivalent to 5.8% of average investments.

To ensure that the relationship between trainees and investments is not driven by the role

trainees play in firm employment (growth), I control for time-variant log employment in column

2. Convincingly, the result remains very similar.

When restricting the sample to training firms only (column 3), the estimate halves, becomes

statistically insignificant, and the F-Statistics drops. I conclude that the distinction between

employing or not employing trainees is more relevant for firm investments than the number of

trainees conditional on having at least one trainee.
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Table D1: IV results – Second stage

(1) (2) (3)

A. Investments per worker in e1,000

NTrainee 0.83∗∗ 0.80∗∗ 0.42
(0.35) (0.35) (0.25)

F-Stat 17.31 17.01 13.27
N 5,417 5,417 1,396

B. Log(investments)

NTrainee 0.05∗ 0.04 0.03
(0.03) (0.03) (0.03)

F-Stat 20.91 19.75 14.41
N 4,136 4,136 1,233

Time period 1999-2005 1999-2005 1999-2005
Controls X
Firm sample All All Training only

Notes: F-Stat gives the robust Kleibergen-Paap Wald rk F statistic. Based
on the matched sample. Inv. per worker: investments in e1,000 divided by
total employment in 1997. Controls include log firm size. Standard errors
clustered at the firm level. * p < 0.10, ** p < 0.05, *** p < 0.01.

Panel B shows the equivalent results looking at log investments as the outcome. Having

access to one fewer trainee, increases investments by 0.05 log points at the intensive margin.

In summary, the complementary identification strategy confirms the negative impact of

reduced trainee supply on firm investments and demonstrates that firms more exposed to the

negative trainee supply shock reduce investments more. The effects are smaller than the ones

implied by the ratio between missing trainees and missing investments in the event study

regression. This discrepancy might be due to spill-over effects within treated states, i.e. firms

decreasing investments beyond the first-order decrease related to foregone trainee employment.

It might also hint at firm selection into trainee employment: If firms that would have invested in

the absence of the supply shock employ fewer trainees than firms who would not have invested

anyway, the parameter identified in the event study approach is large, while the parameter

identified in the IV approach is unaffected by this selection. A third reason may be trainee

quality: firms employing trainees during the shortage also reduce investments because the

trainees they employ are of worse quality.
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E Economic framework

Figure E1: Firms’ costs and benefits of technology adoption with worker retention rates below
one

Productivity of new technology Aτ+1

Net output surplus;
Training costs

Not
adopted

Adopted for
entrants only

Adopted for all
A’ A”

A0

Aν

Net output surplus entrants

Net output surplus incumbents

Training costs entrants

Training costs incumbents

Notes: Profitability of assigning new technology-using task to entrants versus incumbent workers. The
histogram shows the productivity distribution of the new technology vintage Aτ+1. Dashed lines show net
output surplus assuming full worker retention. Solid lines show net output surplus assuming worker retention
rates below one.

Extension – Increasing and convex capital adjustment costs. Until now, I have as-

sumed that training costs are constant across productivity levels. In standard capital adjust-

ment costs models, adjustment costs are assumed to be increasing and convex in investment

size. This assumption, and equating investment size with technology productivity, captures

the plausible idea that small investments can be easily incorporated into the firm’s structure

without much training, while large investments tend to cause more pronounced disruptions

requiring longer training periods. The trade-off between additional profits and additional costs

of production is shown in Figure E2 and is similar to the model in Acemoglu & Pischke (1999).

As before, new technologies below a productivity threshold A′ are not adopted because train-

ing costs are too high; new technologies above A′ but below A′′ are adopted by training labor

market entrants only; and new technologies above a threshold A′′ are adopted by retraining

incumbent workers as well. As a new feature, highly productive technologies above a certain

productivity threshold A′′′ are only adopted by entrants because they require prohibitively

long training to justify retraining incumbents, and even more productive technologies above a

certain productivity threshold A′′′′ are not adopted for any worker group because training costs

exceed productivity gains for all workers. Consequently, a lack of entrants not only hinders the

adoption of rather unproductive new technologies in the range between A′ and A′′, but also of
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very productive technologies with productivities in the range between A′′′ and A′′′′.

Figure E2: Firms’ costs and benefits of technology adoption with convex adjustment costs

Productivity of new technology Aτ+1
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Notes: Profitability of assigning new technology-using task to entrants versus incumbent workers when capital
adjustment costs of training are increasing and convex in technology productivity. The histogram shows the
productivity distribution of the new technology vintage Aτ+1.

54



F Supporting evidence based on additional datasets

BIBB Cost-Benefit Surveys. The Federal Institute for Vocational Education and Training

(BIBB) surveys companies at intervals of several years on the benefits and costs of their voca-

tional training, constituting a dataset called Cost-Benefit-Survey. A total of 2,518 companies

took part in the 2000 survey. The data is representative of all German companies engaged in

vocational training. The interviews are conducted with people who are primarily responsible

for organizing and carrying out in-company training activities in these companies. For more

information, see (Walden et al., 2009). For the analysis, I restrict the data to East German

firms.

Among other things, firms are asked ”To what extent do the following statements apply to

your company’s own training?” on a five point scale from ”fully applies” to ”does not apply at

all”, with three of 17 statements being ”ensures the constant inflow of new knowledge into our

company”, ”significantly improves our ability to adapt to technical and market changes” and

”improves the innovative capacity of our company” (question 13 in the 2000 benefit question-

naire).

IAB/BIBB/BAuA Qualification and Career Surveys. This analysis is based on the

1999–2012 waves of the IAB/BIBB/BAuA Qualification and Career Survey (QCS). The QCS

are repeated cross sectional surveys conducted by BIBB, IAB, and BAuA.32 The survey covers

around 30,000 employees. I closely follow the data preparation by Arntz et al. (2025)—except

that I don’t exclude East German—and I use the harmonization and data restriction procedure

by Rohrbach-Schmidt & Tiemann (2013).

The surveys include questions regarding the main working tool used by each respondent.

In the 1992 wave, these tools were categorized into (1) non-mechanical tools (e.g. handcart,

pencil), (2) tools with some mechanization (e.g. telephone, hand drill machine), (3) tools with

advanced mechanization (e.g. car, crane, copy machine), (4) semiautomatic tools (e.g. fax,

milking installation, bottling machine) (5) and computer-based tools (e.g. computers, CNC

machines). I adopt this categorization for all waves of the survey.

European Working Conditions Survey. I use the 2000 wave of the European Working

Conditions Survey (EWCS), in which workers report how often their main job involves working

with computers, laptops, or smartphones on a 7-point scale ranging from “all of the time” to

“never”. From this, I construct a binary outcome variable and regress it on a dummy variable

indicating whether the worker is under 30 years old, and a range of detailed covariates, including

occupation and sector, as above. I restrict the sample to the EU-15 countries (those countries

that were members of the European Union before the 2004 enlargement) and exclude self-

employed workers. The results are shown in Table E1: Being young significantly increases

32BIBB: Federal Institute for Vocational Education and Training; IAB: Institute for Employment Research;
BAuA: Federal Institute for Occupational Safety and Health.
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computer use at work in 2000— by between 2.4 percentage points (6%) and 3.5 percentage

points (14%), depending on the specification of the outcome variable.

Table E1: Computer use by age group across EU-
15

(1) (2) (3)

< 30 years 0.024∗ 0.035∗∗ 0.025∗

(0.012) (0.011) (0.011)

Mean dep. variable 0.43 0.25 0.20

N 17,056 17,056 17,056

Notes: Based on the EuropeanWorking Conditions Survey
in 2000, including Belgium, Denmark, Germany, Greece,
Spain, France, Ireland, Italy, Luxembourg, Netherlands,
Austria, Portugal, Finland, Sweden, and United Kingdom.
Based on the survey question “Does your main job involve
working with computers, laptops, or smartphones? – (1)
All of the time, (2) Almost all of the time, (3) Around
3/4 of the time, (4) Around half of the time, (5) Around
1/4 of the time, (6) Almost never, (7) Never. Column 1:
Computer use equal to one for (1)–(5); and zero otherwise.
Column 2: Computer use equal to one for (1)–(3); and
zero otherwise. Column 3: Computer use equal to one for
(1)–(2); and zero otherwise. Controlling for country fixed
effects, broad industry categories (4), gender, public sector
employment, country-specific occupation fixed effects, and
tenure at firm in three-year bins. Heteroscedasticity-robust
standard errors in parentheses. * p < 0.05, ** p < 0.01,
*** p < 0.001.
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